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 ABSTRACT 

With the COVID-19 pandemic, requiring learning to be done online, the assessment of learning in 
online learning is certainly different from learning outcomes in class. This study aims to implement the 
clustering kmeans method on online learning assessment data in order to determine clusters on the learning 
outcomes data. This study uses the k-means method for the clustering process in order to get the results of 
classifying learning assessments in online learning activities. The results of this study indicate that in 5 
clusters with the following details: in cluster 1 there are 113 students, in cluster 2 there are 11 students, in 
cluster 3 there are 4 students, in cluster 4 there are 12 students, and in cluster 5 there are 5 students. 
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1 INTRODUCTION 

As the COVID-19 epidemic continues to spread, one effort or method the 
government is using to enhance educational opportunities is distance learning. A circular 
about the prevention of the Corona Virus Disease (COVID-19) in universities was 
released by the Ministry of Education and Culture (Kemendikbud) Directorate of Higher 
Education Number 1 of 2020 as part of this government initiative. Learn from their 
homes, or take remote education courses, to stop and reduce the development of COVID-
19 (Hulukati et al., 2021). 

Online learning is learning that is accessible, connected, flexible, and allows for a 
variety of interactive learning activities to take place through an e-learning platform at 
any time and from any location (Hulukati et al., 2021) (Chu et al., 2021). The government 
made the proper decision to implement the educational process through online learning 
in the midst of the COVID-19 pandemic. 

By incorporating online learning, the use of digital technology has significantly 
benefited educational institutions, particularly those at the university level, during the 
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COVID-19 epidemic. In order to achieve successful learning outcomes, teachers require 
students to be able to follow and comprehend learning materials. The implementation of 
university rules for online learning is equally challenging since it necessitates changes to 
both the technology and human resources, particularly lecturers who deliver the lecture 
materials. As a result, measurements are required to identify the group of students 
identified from the outcomes of the completed online learning.  

Using techniques from data mining processing, specially a clustering algorithm that 
enables the discovery of clusters from online learning outcomes (Xie et al., 2019). 
Although in practice perfect separation is typically not possible, a decent clustering 
algorithm will typically create clusters with various non-overlapping borders 
(Werdiningsih et al., 2019) (Delgado et al., 2021). (Oding et al., 2021) A non-hierarchical 
data clustering technique called K-Means aims to divide existing data into one or more 
clusters or groupings  (Bisilisin et al., 2014). As a result of this method's data clustering 
(Xu et al., 2020) (Oding et al., 2021), data that have similar qualities are clustered together. 
The K-Means method is critical to the success of this study. 

The centroid model is described in the K-Means Algorithm. The model used in 
generating the cluster is the notion of the centroid model. Where the center point of a 
cluster can be referred to as the centroid, the initial centroid can be determined randomly 
(Xu et al., 2020). The shape of the centroid is in the form of a value. Which is the center 
point used to calculate the distance between a data object and the centroid (Mahmud et 
al., 2012). A data object can be said to be a cluster if it has the shortest distance from the 
centroid of a cluster. The K-Means algorithm explains how an algorithm can solve a 
problem in grouped data with the ultimate goal of being able to reduce failures or defects 
repeatedly (Ariasa et al., 2020). 

According to a study by (Yustanti et al., 2021), In this study, 91 data from students 
who completed database courses using an unsupervised learning approach for the 
process clustering were employed along with 22 variables, 15 indicators for internal 
factors, and 7 indications for external ones. and achieve a k=4 ideal number of clusters. 
Furthermore, in research (Yamasari et al., 2021). in this study DBSCAN-based grouping 
can be applied to student behavior in the e-Learning system to detect students who 
perform unusual behavior. This method can work optimally if the parameter value is 
determined with the appropriate value. Additionally, according to (Abdo et al., 2021) 
research, this study's clustering results reveal that pupils with higher involvement tend 
to perform better than groups with. 

The aims of this study is to apply the k-means clustering algorithm in determining 
clusters on online learning outcomes. By using the Matlab tool on the data of online 
learning outcomes in the online learning system of the Islamic University of Lamongan. 

the following sections of this paper are structured as follows. section 2 describes the 
method used, namely K-mean clustering, k-mean flowchart, and the data used. in section 
3 is the result and discussion, explaining the results of the research and discussion of the 
kmeans clustering algorithm, and section 4 is the conclusion of the paper. and lastly are 
there Acknowledgements 
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2. MATERIAL AND METHOD 
A. K-Means Algorithm 

K-Means is a method that is often applied to group data objects using the Euclidean 
distance metric (Zhai et al., 2021). how the K-Means grouping algorithm works is clearly 
shown in the flowchart, namely Figure 3.1 

 
Figure 2.1. Flowchart on K-means Clustering 

 

Here are the steps in the K-Means algorithm: 
1. Initialization of the number of clusters (K) 
2. centroids are selected randomly. 
3. performs the calculation of the distance between the data points and the centroid 

of the cluster. . 

𝑑𝑖𝑘 = √∑ (𝐶𝑖𝑗 − 𝐶𝑘𝑗)2
𝑚
𝑗             (1) 

4. Similar data points that are close to the centroid point will then move to the closest 
cluster.  

5. The new cluster center point is formed.  
6. 6. Repeat steps 3 to 5 until the centroid cluster does not change or has reached the 

optimum number of iterations. 
 
B. Data Collection Stage 

The data used is online learning assessment data on operating system courses taken 
by 145 students of the Informatics Engineering University of Lamongan Islamic 
University, starting from Presence (activity), Quiz 1, Midterm Exam, Quiz 2, 
Assignments, UAS, and Final Score  (Chu et al., 2021) (see table 2.1). The data will be 
processed by clustering online learning outcomes using 5 clusters. 
 
C. Data Processing Stage  

The data obtained in the data collection stage, data from each student will be added 
up for each criterion, so at the data processing stage a value calculation will be obtained 
which will later be operated in the next or clustering stage. 
 
D. Clustering Stage 

The process of grouping data without maintenance and separating a set of data from 
the set according to the criteria into several classes is a clustering process. Equations and 
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stages regarding the distance algorithm, or commonly called Euclidean Distance can be 
applied in the process of grouping data. The method implemented to classify the data set 
into several parts according to the same category which has been previously defined is 
the cluster study (Wu et al., 2019) (Oding et al., 2021). 

To get the cluster in accordance with the data already owned, we need a flow chart 
to assist in getting a series of calculations as a way to find out the final result of 
implementing the cluster on the data to be processed. Below is a flowchart or flowchart 
to find out the cluster with K-Means (see Figure 3.1). 

 
Table 2.1. Online Learning Outcome 

No Name Presence Quiz 
1 

Mid 
Exam 

Quiz 
2 

Assignment Final 
Exam 

Final 
Score 

1 Abdillah Efendi 0 0 0 0 0 0 0 
2 Dienanda Rahmani 

Royyan 0 0 88 81 42 0 0 
3 Muhammad Harjo 86 86 89 83 86 93 87 
4 Oktova Bara Adji 

Putra 87 85 89 83 86 87 83 
5 Moch. Fikri Haikal 87 85 89 82 86 93 87 
6 Brilian Angga Putra 83 88 92 81 86 80 85 
7 Dwi Oktaviani 88 89 88 80 86 93 87 
8 Fakhri Ahmad Fahim 88 89 88 82 87 100 89 
9 Laelatul Qomaria 87 87 90 80 86 87 86 
10 Rendra Rusma 

Dharmawan 87 85 88 83 86 100 89 
11 Ahmad Faisol Akbar 77 78 0 83 60 80 62 
12 Ahmad Sabil Adani 79 89 94 83 86 93 88 
13 Novandy Fahrizal 

Fanani 87 88 90 84 87 80 83 
14 Bagus Dwi Santoso 85 87 90 81 86 93 87 
15 Didik Eko Prasetyo 88 87 90 80 86 93 87 
…… …………………… …. …. …. …. …. …. …. 
141 Adinda Safitri 86 86 90 82 85 100 89 
142 Achmad Shofiyuddin 

Hasan 0 87 90 82 40 64 64 
143 M. Zidan Sa'id 0 85 88 82 61 100 75 
144 Fatma Sa'diyah 87 87 90 92 86 100 91 
145 M. Akmal 

Syarifuddin 86 85 88 86 84 100 89 

 
 
III. RESULTS AND DISCUSSION 

This study will describe how the k-means approach is used to cluster student value 
data in e-learning. However, the MATLAB tool will be used to illustrate this debate. 
There are tools available in MATLAB for clustering data. Before clustering data using 
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MATLAB, you can prepare data in the form of files to cluster using the k-means algorithm 
(can be .xls, .csv, or .dat). Next, decide how many clusters will be used. Then, enter the 
code for the k-means method function in MATLAB as follows: 

clear all; 

clc; 

load dat.csv 

[idx,C] = kmeans(dat,5); 

 

figure; 

plot(dat(idx==1,1),dat(idx==1,2),'r.','MarkerSize',

12) 

hold on 

plot(dat(idx==2,1),dat(idx==2,2),'b.','MarkerSize',

12) 

hold on 

plot(dat(idx==3,1),dat(idx==3,2),'g.','MarkerSize',

12) 

hold on 

plot(dat(idx==4,1),dat(idx==4,2),'y.','MarkerSize',

12) 

hold on 

plot(dat(idx==5,1),dat(idx==5,2),'r.','MarkerSize',

12) 

plot(C(:,1),C(:,2),'kx',... 

     'MarkerSize',15,'LineWidth',2)  

legend('Cluster 1','Cluster 2','Cluster 3','Cluster 

4','Cluster 5','Centroids',...'Location','NW') 

title 'Cluster Assignments and Centroids' 

hold off 

 

When this program has been saved, then when it is run it will generate groups of 
data. These data groups can be represented using graphs/plots in MATLAB, so that the 
distribution of data in each cluster is obtained based on its proximity to the cluster center, 
the output of the coding can be seen in Figure 3.1 below. 
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Figure 3.1. Clustering value data Using KMeans 

 
The number of clusters to be utilized is decided after the data is entered since the 

centroid of the cluster in each feature is randomly determined. In this case, the sign "c" is 
used for clusters with a value of = 5, which denotes that this program will produce 5 
clusters. In order to group the data in each cluster using the reference to the closest 
distance to the data point in each cluster, the system will then continue to find the center 
point (centroid) of each cluster in each data feature. using iteration continuously till no 
data is moving cluster 
 

Table 3.1 Centroid of each cluster on each feature 
No Presence Quiz 1 Mid 

Exam 
Quiz 2 Assignment Final 

Exam 
Final 
Score 

C1 85.3805 85.5841 88.6018 84.5929 80.9602 93.2280 86.1605 
C2 0 0 89.0000 76.4545 58.8864 64.9351 54.0143 
C3 0 87.2500 89.0000 83.0000 69.2500 86.0714 74.1893 
C4 82.5000 15.0000 89.5833 62.4167 46.5625 68.7302 63.0277 
C5 0 0 0 0 0 17.1429 3.4286 

 
In this case, the results of clustering with k-means can be seen in table 3, in the class 

column. In table 3.2, it contains numbers and so on, up to class, where the class here 
contains the numbers 1, 2, 3, 4, and 5 which states that the data in that row is included in 
the respective cluster according to the entries in the class column. 

To be able to access the centroid in table 3.1 above, you can use the "C" code in the 
command window in the matlab application, to display the class you can use the "idx" 
code, while to display the data row with the cluster you can use the "[dat idx]" code 
because the data will be displayed is a matrix. 
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Table 3.2. Clustering Results using K-means Agorithm in Matlab 
No Name Presenc

e 
Qui
z 1 

Mid 
Exa
m 

Qui
z 2 

Assignmen
t 

Final 
Exa
m 

Final 
Scor

e 

Clas
s 

1 Abdillah Efendi 0 0 0 0 0 0 0 5 
2 Dienanda 

Rahmani Royyan 
0 0 88 81 42 0 0 2 

3 Muhammad 
Harjo 

86 86 89 83 86 93 87 1 

4 Oktova Bara Adji 
Putra 

87 85 89 83 86 87 83 1 

5 Moch. Fikri 
Haikal 

87 85 89 82 86 93 87 1 

6 Brilian Angga 
Putra 

83 88 92 81 86 80 85 1 

7 Dwi Oktaviani 88 89 88 80 86 93 87 1 
8 Fakhri Ahmad 

Fahim 
88 89 88 82 87 100 89 1 

9 Laelatul Qomaria 87 87 90 80 86 87 86 1 
10 Rendra Rusma 

Dharmawan 
87 85 88 83 86 100 89 1 

11 Ahmad Faisol 
Akbar 

77 78 0 83 60 80 62 1 

12 Ahmad Sabil 
Adani 

79 89 94 83 86 93 88 1 

13 Novandy 
Fahrizal Fanani 

87 88 90 84 87 80 83 1 

14 Bagus Dwi 
Santoso 

85 87 90 81 86 93 87 1 

15 Didik Eko 
Prasetyo 

88 87 90 80 86 93 87 1 

….. …………………
… 

…. … … …. …. ... …. ….. 

141 Adinda Safitri 86 86 90 82 85 100 89 1 
142 Achmad 

Shofiyuddin 
Hasan 

0 87 90 82 40 64 64 3 

143 M. Zidan Sa'id 0 85 88 82 61 100 75 3 
144 Fatma Sa'diyah 87 87 90 92 86 100 91 1 
145 M. Akmal 

Syarifuddin 
86 85 88 86 84 100 89 1 

 
From the results of clustering using the K-means method using the Matlab tools 

above, it can be concluded that: 
1. the group of students in cluster 1 of 113 students with online learning outcomes 

cluster are on cluster 1, 
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2. The group of students in cluster 2 is 11 students with the cluster online learning 
outcomes are on cluster 2, 

3. The group of students in cluster 3 of 4 students with the cluster of online learning 
outcomes is on cluster 3, 

4. The group of students in cluster 4 of 12 students with clusters of online learning 
outcomes is on cluster 4, and 

5. The group of students in cluster 5 of 5 students with clusters of online learning 
outcomes is on cluster 5. 
 

4. CONCLUSION 
 The conclusions are as follows: 

1. Data mining with the K-Means clustering algorithm can be applied to online 
learning outcomes. 

2. The calculation process is carried out using the k-means function on the matlab 
tool with the output being the amount of data in each cluster. 

3. the group of students in cluster 1 is 113 students with the online learning outcomes 
cluster are on cluster 1, 

4. The group of students in cluster 2 is 11 students with the cluster online learning 
outcomes are on cluster 2, 

5. The group of students in cluster 3 of 4 students with the cluster of online learning 
outcomes are on cluster 3, 

6. The group of students in cluster 4 of 12 students with the cluster of online learning 
outcomes are on cluster 4, and 

7. The group of students in cluster 5 of 5 students with clusters of online learning 
outcomes are on cluster 5. 
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